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Starting from optical fibres

>
We now build digital networks globally STU
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STU

DC Evolution &
Business Drivers
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Data Center Evolution

Primary
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Mainframe
Terminals

Virtualized

Data center

Distributed
Architecture
Server Client

Past

Centralized
Manual
Slow and Rigid

Inefficient and Costly

Multi-cloud,
Edge Cloud &
Future
Cloud (Private,
Public, Hybrid)

Evolution

Future

Distributed

Automated, Software Defined, API
Fast and Agile

Efficient, Cost Effective and Green

SIC




DC Market Potential - Global & India

Figures in USD Bn

/

Global DC Market Size
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India DC Market Size
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S & Canada
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Western Europe
China & Hong Kong
- Rest of APAC
| ordic 2018 2020
MEF.
- ) 33— Eastern Europe Market Size
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3.0x1 @

10.9
2018 2025
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(million sq ft)

India’s Data Center Market Size is about ~3% of global market
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Data Center Market Driver: India STU
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28X rise in average data Data localization 5G technology 4X Over-the-top India 578 mn mobile

usage per month to - Game changer for growth in mobile data media to drive demand data users world’s

7.7 GB from 0.3 GB India data center traffic by 2024 for data center second largest active
industry social media users

during 2014-18 due to 4G
technology

**Source: JLL India’s DC Industry (Dec 2019)
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STU

Key Design
Considerations Review

© 2020-2021 Sterlite Technologies Limited



DC Infra Design Building Blocks

e Enterprise Grade DC Interconnect
LT \
e 83

DC services

Consultation
Design

Build
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* Mechanical

* Safety & Security Mgmt.

* Rack, Structured Cabling
* Civil & Interior

’-"‘" ﬁ

IT Infrastructure

Physical

Infrastructure .

* Electrical — Power, .
Cooling .

* Green DC

Converged Infrastructure
Multi-Cloud Connectivity

Disaster Recovery

Compute, Storage,
Network Abstraction

Micro segmentation
Use Cases

B

E2E Life Cycle Management

SIC

DC services

Commission
Support

Manage
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DC Design Functional Blocks STU

L
== I ; DC to Near DC
Applications ':,T: ) g i Internet WAN / CIO_Ud and DR for
& Services i " MPLS Services Replication,
; . Backup
Im I.!nl;tli

BECyRlam Open Systems External Security Services | . .
- _ — . . Migration

NW Services, IP Services, Ent. Services

VNFs
Continuity
Converged Infrastructure ] Process
‘,;_- rastitn TSt Compute | Virtusl Steeage | [F—re—
RPO & RTO
Orchestration | L ikl — Infrastrulc?tu_re ?upport Systems with well defined
Syslem | - e ¢ Cocling System
Manager integrated  pupcamy i 0 I ¢ Communication Cables
imfrantructise : P ey | | Intelligent PO
[ J T & E-riweP Tl oeE DR 22000 1
Cloud Componants = —ee o L . Environment

End-to-End Security Landscape Overlay with Built-in
Encryption, Orchestration, Automation and Response

Mgmt. / Third

Party Support
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Key Design Considerations

Integrated Infrastructure-
Convergence

Multi Cloud Connectivity
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SIC

Abstraction /Virtualization

Disaster Recovery /

Replication
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DC Infrastructure Considerations

SIC

Key Points

Converged -

1S HCI

SDDC Composable

Workload Suitability

Banks of individual
components (CPU,
RAM and hard disks)
[ and combines them

Ideal for Private
Cloud - Public cloud
connectivity and
[ management —built- [

Comprehensive pre- Automation

engineering of 3 tiers
in a “packaged”
L delivery model

Driven by Software —
Top Down

Vendor Lock-in

in into logical servers

& |

. Simplified operations | ' Physical servers can |

- Unified, streamlined
procedures for
[ updating or patching

all the components y

Proprietary integrated
control planes for the
system

& i

Edge and Internet of
Things (loT)
management —
[ included .

Hosting platform for
virtual desktops —
most suitable

HCI and SDDC provide balance between TCO/Time-to-Deploy and Vendor Lock-IN

|

Hardware or Underlay
Agnostic

Provides Maximum
Flexibility

be deployed,
modified, and
destroyed with an API
call

o,

&

Futuristic - unlikely to
replace other forms of
data center
infrastructure anytime

soon
o

Skills Availability

Solution Maturity

Cost

Agility
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DC Infrastructure Convergence

Metwork
Switch i LAN). f‘”

Siloed Infrastructure
Complex Processes
Stathc IT

Silo defined

Hurman 5cale

Phigsical, Wirtual snd
Contalnerized workloads

Imiprowe Staff Productivity

Mask some complexity with
people and software

Preconfigured physical IT
Hardware Defined

Auto Scale

Targeted Workload

Simplify Infrastructune as a

LErvice

Harghware and sofsiane
aschifecture a5 che

Simpﬁﬁ D-Eprlﬂ"rﬂ'lﬂl'ltﬁ- Flaited IT

Remove complexity by Saftware Defined everything
removing SAN unlimited Scake

Flurd Virtual IT Plwrsiacal, Virlual and
Softwars Defing E-‘t-l:lmﬂl' comtainerized workloads
Blachine 5cale

Virtual Warkloads

SiL

Future

Composable DC
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Poll Question - 1 STU

To build a cloud infrastructure for your enterprise, which will be the most preferred

type of DC architecture?

A B D

Traditional Converged Hyper Software-

. Infrastructure \ Infrastructure Converged \ Defined DC {
\ / \ / Infrastructure Infrastructure

© 2020-2021 Sterlite Technologies Limited 15



DC Network Abstraction

-

/ Camrvtrol A sre

o Dt e Platie

PII S PN

SIC

Software-Defined Network

Frogrmrmmable
Swrich

Cootrol lery

Mo bane \ ‘

External Traffic

4 N DC Network (3 Tier) 4 DC Network (2 Tier) \ [
Core Switch i .:f b ’ } }
N __________ Layer 3 Spine o
Aggregation Layer 2
Switch

i ,t:’ s S .r:i“
Access Leaf , , , ,
Switch f f i

\_

=  North-South Traffic

= More Hop Count to Server Farm
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Spine

Leaf

Software Define Network (SDN)\

} Controller
i ’ = - ] Controller
/I //
// /’

s

= Faster Switching
= Loop Avoidance

Enhancing Flexibility
Scalability and Manageability
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DC Compute Abstraction STU

Bare Metal Server Virtualized Server Containerized Server Key Points

s Layor (ESKL ypon. ¥, EVM i |

Cloud-Native Strategy

Operational Simplicity

==

Hojperiluns Layey (ESXL biypbe ¥, KVM i)
(e g &) G & v mEs

£F Wemoy Hi g cry saEny NI T L ) Wemrary RiC Disi
!

Compatibility and Existing
Applications

I

Flexibility Across Clouds

« Physical machine « Addition of « Containerization * Functions or

with Single OS/Host Hypervisor Layer Layer Containerization . e
- Hw + Sw tightly - Deployed as Virtual - Single OS — Multiple Layer » Efficient Resource Utilization

coupled Machine (VM) Isolated Apps * Entire run-time
» Application failure * Other VMs » Efficiency through environment is
* No proper utilization unaffected incase of fewer resources than virtualized

of Resources particular VM failure VMs * Scalability at the

» Scalability on the App/Micro-Service
micro service level or function level

Evaluate Application Requirements — Containers generally an optimum choice — Single Cloud Leaning for PaaS

© 2020-2021 Sterlite Technologies Limited 17



DC Storage Abstraction

Point of Failures &
Bottlenecks

T . oy .

Physical Physical Physical Physical
Server A Server B Server C Server D

Server Based
Storage
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Server

Virtualization Layer

—1—

Storage Drives (HDD)

+ Redundancy
+ Improved Utilization
+ Less Management

Dedicated Storage (DAS/SAN/NAS)
RAID for Redundancy

Storage Virtualization

SIC

Block
Virtualization

Virtualizes LUNs
Presented to
applications

Dedicated Storage (SAN)
RAID for Redundancy

Tape
Virtualization

Disk
Virtualization

Abstracts disks
into chunks in
storage pools

that are used to

create LUNs

Creates a virtual
tape on disk
storage system

OBJECT
Based

File
Virtualization

Virtualizes NAS
and file servers
into a single
namespace
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Design Options — Security Abstraction STU

Micro Segmentation

»  Security at perimeter *  Granular Level Security

«  Simpler to implement Network Micro «  Enforce policy upto Layer 7
than Micro- Segmentation Segmentation *  Enhanced security layer
segmentation w.r.t perimeter.

*  More on perimeter ﬂ ﬂ More granular since
level and across } } controls lateral movement
zones and subnets G‘ G‘ across hosts.
*  North — South Traffic . . East-West Traffic (Lateral
Movement)

Software Define
Network (SDN)

Software Define
Network (SDN
§ ( )

" UG UG IR U PN I U U N NN D ———————

N \\
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DMZ / Web DB
A A AR ”*NNN
m/ m/ @/ lll o T T LIRS e
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" e | m/ -l el E = o
oom | oo e o o ——Ar— b= =Y
......... m o o s o = Em E
Q n o o n (14 o n o
g 8 T g 8 T £ 8 = - . o e -
o N m
E 3 £ £ : % 8 s % ° : % 8

Micro segmentation requires highly Skilled resources who understand application level visibility to employ Micro segmentation.
© 2020-2021 Sterlite Technologies Limited While medium level of proficiency is required to deploy network based segmentation solution 19



Poll Question - 2 STU

Which segmentation will you prefer to achieve “Zero trust” at application level in

your Datacenter ?

By using Network

\ Segmentation /

© 2020-2021 Sterlite Technologies Limited 20

By using Micro
Segmentation




DC Design — Multi-Cloud Connectivity Considerations T’

Cloud
Eg

Data Centre

Drivers

» Shadow-IT BU selecting cloud services,

« M&A,
* DR and Business Continuity.

Advantages

* Risk Mitigation — Higher Availability
* No Vendor Lock-in
» More Technology Options

Disadvantages

 Increased complexity in cloud provider
integration,

« Service management and
» Higher skill sets.

Key Points

* CoLo- Cloud On-Ramp
- SD-WAN
» Cloud Brokerage

* Orchestration

Careful organization wide strategy for MC | Deep Workload Analysis | Ensure Network Capability Alignment

© 2020-2021 Sterlite Technologies Limited
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DC DR and BC Considerations STU

Replication: Past and Present Co n S i d e rat i O n S

Data Replication: Past and Present . Optimum Replication

e i — _
EEE ; — @ i IG] * Recovery requirements
Aravary Deta : o SN g
S e | . _FJ / vg;-_:;;:- (RTOs and RPOs)
; N pe = . Betaee el
\ :b : EJ/E}?],E} Raphated 80 L }, - * Requirements for active/active
" - 'r'-::.;nw m ~‘ Duta Corte Clorsd s 1 . .
) o B - .‘ / applications
é e p Eemaad rom % * Network bandwidth
b D E‘{g’ { G availability and latency
s / ;‘::;;; * Data replication target location
s SR Sty support including public
E;!a § @E@. E— clouds or DRaaS providers
Past : Present

e Cloud migration strategy
* Manageability
* Costs

Orchestration/ Automation selection | CDP for App Replication - low RPO | Synchronous for ZDL Apps | Backup- high RTO/RPO
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Custom Design Considerations

Architecture
Principles

E2E IT Strategy

Alignment

SIC

Capacity Planning
and Design

* High Availability
* Redundancy/ Resiliency
* Agility/ Scalability

—

© 2020-2021 Sterlite Technologies Limited

OEM Agnostic
E2E Integration
Tailor-made Design

R

* Models for Cloud — Multi-
Cloud/ Hybrid Cloud
* Remote/ Movable DC

S———

23



DC Design Example: UBL-DC (Ubiquitous Borderless - DC) STC

* Less human / Manual intervention

*  Minimum touchpoints, Easy to Deploy &
Operate

» Delivery of IT services and applications

« DR/ Backup for Business Continuity

||||||I|'I

CIScO Datamanter-2l

s pre e ek

Huwlett Patkard
Entenprise

wdl
Ay,
||u||‘
ity

g

DeLLERT

r Microsoft

vim\ivare

SD Compute, Storage and Network

SD Stretched Fabric using EVPN & VXLAN
Integrated SD optical & Switching Layer for long
Distance Borderless DCI

Active-Active DC Solution resulting in 99.999%
availability

P s EFRATTS

Pl L Frreewrald

J T

D

[V AN|

Lomgule+
Strags Infre

Secured & reliable access to information for Large Enterprises
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Design Use: Multitenant DC Solution STU

MPLS Network Cloud Datacentre As

- DR/Backup
D

e o

DWDM

Datacenter-01 WAN Router

Next-Gen IPS/IDS

Telecom
Companies

Next-Gen Firewall
/UTM

*  Hyper-Converged Infrastructure

[P - "t mgn . * Distributed Network Layer using VXLAN

E : Cltlzen Centrlc e Software Define Networking
Software ; ; NetWO rk e  DWDM Layer for long Distance connectivity
Define Network ! i *  Active-Active/ Active-Passive DC Solution
(SDN i i *  Cloud/Central Datacentre

gl Cloud
= @ . EEmsaEm  Companies il ymware B mioosor I8 redhat

=
Hewlett Pachand
Enbenprize

"
2

Hyper-Converged B =g
Infrastructure = I —
Node = =

FC

—

—

= = =Sy ==

Server + Storage Server + Storage Server + Storage

DElLENT

trnphie e Harek

| (O
s

%

Digitizing & storing information for various Central & State Welfare Schemes
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Design Use Cases: DC on Wheel & CCC on Wheel STU

: Cloud Datacentre
& 2 - ~' gellite As Backup
3

Drone with Surveillance . .
E * Disaster surveillance

, -I\ , using customized drones

S ' I & cCC

* Movable Integrated DC &
CCC offerings for
Defence, Disaster
Response team

* Threat analysis
on the go

Datacentre-01

Containerized Datacentre + CCC

Enabling State Disaster Management Authorities in times of distress

© 2020-2021 Sterlite Technologies Limited
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Design Use Case: Edge Datacenter STU

Edge Datacenter for
Internet of Things use
cases

Data Cantre
Choaed

Il ot upre

n g, e Machine learning & Deep

Learning based Analytics
5G Access Points

()

OTT and Enterprise
Application Hosting

VR/AR based application :
Games, movies, theme

S S — Enterprises
Telco Grade NetwnrkT gt | pri parks etc

Edge Datacenter Industry 4.0
Enabling near-zero latency and band-width optimized use cases

- P g To setup Fog computing,
= - “ E 1 |ﬁg|| ﬁ distributed cloud and

other applications

Business internet aof -El:lnnEEtE-l:l Srmart Real-time
Applications Apnlhcatmns Things Wehicles Cities applications

To Provide 5G Services to
users.

Real-time data transfer for enhanced user experience
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l,"f Datacenter
Infra

o

- ..,.:?:Hl'lil'ilflntam:}f o

Multitenant EIM |

[For hosting much F'-IIFFI

: Hosted Services:

P e-Health

1 * e-Education

- I e-Skills
 e-Sambad

* (Video conferencing)

» e-Governance Service

* Community Wi-Fi

 Video broadcast for IPTV, IP
voice telephony

» Cloud based applications for
private enterprises

© 2020-2021 Sterlite Technologies Limited
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STU

STL DC Interconnect
[Enterprise Grade/ EDH]
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DCI Design Requirements and Considerations STU

Existing networks are not ideal for data Center
inter-connectivity because of...

Bespoke solution

For Custom
Reliability issues due to Link Reliability
2 . network flaps & link loss Data Centre
Inter-
- connectivity
Agility

3 Lack of control in terms of Link
||

upgrade & Capacity Addition as they march towards

Terabit era

© 2020-2021 Sterlite Technologies Limited
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DCI Interconnect Design Example

Legend Delhi EEE

. Metro Node

Edge DC
Metro OSP Route
Intercity OSP Route

Nagpur

Latency < 1ms )
Chennai

Uptime > 99.99%

Metro Network

v_.
A

SIC

Kolkata

Design Feature

Direct link for lowest latency
Multipath links for high resilience
Highly scalable — Fiber & Electronics
Agility in service Provisioning
Dedicated design for DCI

Designed for >99.99% uptime
Minimum link flaps

Nookwh=

© 2020-2021 Sterlite Technologies Limited
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DCI Interconnect — Customer Case Study

Case study for Metro City DC interconnect

Design Execution O&M

Minimum 2 Cut
Not- Out

Smart project

management Remote Fiber and

field force
management

Certified

4/2 KM cable drum manpower

Algorithm based

No intermediate

Accurate Digital
records

positioning of fault
rectification team

tapping points

Dedicated
Fiber/cable/Duct

Designed depth
protection

Ultra high capacity MTTR < 3 Hrs

Dedicated RoW

electronics with

ASON functionality Team

© 2020-2021 Sterlite Technologies Limited

SIC

Bringing them all together &
delivering ...

Designed Network Uptime of
99.99%

Enhanced Network lifetime - 20+
years

End to End execution -10
months

Committed Latency <1 ms

Greater Control over information
& Capacity Augmentation

Design compliant to support Tier-4
DC requirements.

7



Poll Question - 3 STU

In your opinion, what is the most critical challenge of Data Centre Interconnect ?

A B D

Link Higher Frequent Capacityvx;

\ Uptime / \ Latency / \ Switching/ \ Upgrade /

© 2020-2021 Sterlite Technologies Limited 33



Our Data Centre Capability Snapshot

brownfield Partner @ Network Onsllte PEMY, IDS -
relocation, Eurofean
gala cpqiss ECOSVStem Infrastructurg security Acquisition
greenfield Speciality @ Design @Containme‘nt
data centers products | consultancy.... - Solution
~ Endto end

Projects Customers Super engineers Cities covered



Summary STU

DC Infrastructure is evolving rapidly to a more hybrid, distributed, API driven, automated
model

Technology Trends and Design Considerations- Integrated Infrastructure, abstraction, multi-
cloud, DR, Capacity, E2E, Principles

Enterprise Grade DC Interconnect Design

Next Webinar on Physical Infrastructure — Stay Tuned

STL has the experience and expertise in your e-2-e DC Full Life Cycle
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¥

beyond tomorrow
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